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1. Differential-boundary equations first appear as adjoints in an article
by Hilb [6] in 1911. With the exception of Hilb's student Betschler [1] they do
not seem to appear again until in Feller's article [7] in 1952, which was concerned
with deriving the Fokker-Planck equation, occuring in diffusion processes. Feller's
equation has the specific form
U, (£,%) = [(aG)V(E, X)), = bEV(E, )], + TV, ()F(),
Vi e) = 2L v, (@),

qu)=-¥vgw-ximuaqum&-b@wamn,
2

or when g = 0,

V(6,5 = [@E)V(E,R) - bEV(ER] - p; B0 lim [(@(0V(E,x)_ - bEIV(E,x)]
X 2

The boundary terms may be interpreted as mass on the boundary.

Phillips [157, in 1959 is a discussion of dissipative operators, used the
following an example of a maximal dissipative operator: He defined the operator
L by letting Ly = Ve =Y + y(0)h, where the domain of L is [y; Yo ¥ € L2(0,l)

and y(1) = 0].

More recently in a number of articles [9], [127, [5], [8] differential-~-

boundary equations have been defined as adjoints to ordinary differential equations
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with integral boundary conditions.

In addition, the author has shown [107], [117], [12], [13] that in a Hilbert
space the adjoint of a differential operator under integral boundary conditions is
a differeatial-toundary operator. Further, these systems have been generalized to
a situation where the adjoint of a differential-boundary system is itself a
differentizal-boundary system.

/
;/The purpose of this article is to reduce a differential-boundary system to

an ordinary differential system with end point boundary conditions, and to show
how to eliminate some of the parameters which must be introduced in some repre-

sentations./

/
2. /The Removal of Interface Conditions. Interface conditions are boundary

conditions applied at points interior to the interval under discussion. At such
points the functions may be either continuous or be required to have some sort of

finite discentinuity.

Let us copsider a finite interval [a,b] which is subdivided into m intervals

by al, ceo amﬂl. Thus a = ao < a1 < . .. < am_1 < am =b. Let Y bean n x 1
vector. We shail consider boundary conditions of the form
b
= 7 dx + 4 + -)] = i = K
MiY Ia Ki‘x dx i [Aij‘r(aj +) Bin(aj )] 0, i 1,2, ,k, where i

j=o

are n X n matrices, Aij and Bij are n x n matrices of constants, Y(aj +)
and Y(aj =) dencte the limits of Y(x) as x approaches aj from above and

below. We assume that A, =0 and B, = 0.
im io

We define an operator L by letting LY = Y' + PY, where P is an n x n
matrix. It was shown in [13] that if the domain of L is a suitably restricted

subset of a Hilbert space satisfying MiY =0,1=1,...,k, the adjoint of L
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‘is no longer a differential cperator. It is advisable at this stage, therefore,
to extend L ip the following manner. Let Cij and Dij’ i=1,...,4 be nxn

constant matrices and let Hi’ i=1,...,4 be n x n matrices. We define Lb

r boundary) bty L Y = ¥' Y E c..¥ Y -} where
(b for boundary) by Lb + + iHi i[( ij (aj +) + Din(aj )] where,

i=L  j=o

again, C, =0, D, = 0,
g ? Tim > o

Let us consiler the system 8t

L= 0,

¥T=0,4i=1,...,k.

]

2

i

It was shown in [137] that the proper adjoint system 8% 1is of the feorm:

k
R = = ! T - & =
L¥ 2= - 2! + P47 zKi 8,(2) = 0,
i=1
k :? b
- - 5 - ) % = 0,
Z(aj )y + zBij? ¢i(Z) Dij Jla Hi 7 dx .
=1 i=1
k f b
« i * =
2(ay., *) + ZAij_l R C5o1 Ja H*Z dx = 0,
i=1l i=1

j=1,2,...,m.
We wish to reduce the systems §, §* to a more manageable form.

We let Ij = |:ajm,D ajjg j=1, coe., m. We denote by y_ the nm x 1 vecter

’3 = . , where the first 1n components are evaluated in Il’ the next n
Y(I
(L)

in '.[23 etc., We let

o

P(I'i) 0o ...

L3=g'+P%9 where‘p= OP(IQ) .

0 0 P(I)

o




If

ﬁ Al o) Alm-- 1 B (Bl 1 Blm
Ak.o km-1 Bkl Bkm

?( K, (T)) K, (1) ’H (H1(11) (1)
Kk(Il) .. 1&(1 ) Hl(Im) HL(I )

G,y vvr Copy Dyy ++- Dy
c ...\, s - .. .. ,
C .. C .

fo ° fm-1

then 8 c¢as be written as

L, Y ="j' +PY +H [C‘g(A) +I¥'€(_<B)] = 0,
A Qa{(A.) +_B y(s) + fi% (X)y(max =0,

where A consists of the n-tuple (a0+9 at, ... am-1+)’ B is (al“, S SERERER am‘”)»

1
and X is (xEIl_,xEIz, ...,xGIm).

Jep) b, (2)
1f = : and Q(}) = . , S* can be written as
2(1,) 8, ()

S R S G AR
K@) =A* 83 - C* EA‘H*@);(X)dx,
2@ =B * @(3_) ~b*IA‘F(*(X)ZLQX)dX.

Both these forms do not involve intericr boundary points. We might remark that



. the intervals IjS j=1,...;m can be parameterized in terms of a single variable

t. Mansfield [14] has done this earlier under interior point conditions only.

We have therefore proved

Trheorem 2.1. Differential-boundary systems and their adjoints involving interior

point conditions may be reduced to such a system involving only end point conditions.

It is an easy computation to show

Iz[ }*(Lby) - (L;;})*K]dx = 0.

3. .Removal of the Parameter . We assume that the boundary formsﬂ‘y(A) +B(y(B)
and C'g_(A) + %y_(B) are linearly rowwise independent. (Otherwise in what follows
the operators Lb also induce an integral operator with separable kernel, which,
although easily handled, does not interest us. Green's formula for L (not Lb)

yields

B
[R*@Y) - @rA)*Ylax
Jiaralp - arppey

E}*(A)Z* + }*(B)ﬁ*} [ﬂ%((A) +13‘g<3>]
(3@ Ex + 3 Frar CYyw + VY]
+ [33‘6(A) gx +}*(B)§*][ EQJ_(A) +‘$‘y_(B)],

where q a(A) + %y(B) completes the number of independent boundary forms, and

+

the Z&Iterms are the appropriate complimentary forms. It is an easy computation

to see that
Theorem 3.1. The proper adjoint system for §, Sf, is
Lf 3 =1%3 c%[ﬁa(A) +§3.(B)] =0,
C3w +Bhm + P =0 Jwax = o,
§3_(A) +%3(B) = 0.

It can be proved that in an appropriate Hilbert space ST is the adjoint system.
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2
As an example, it is easy to show that in L (a,b) when

(n)
- P> 1
L =ay+ a 19 + ... +ay

y n
ao(x) # 0, a $x< b, and

, L¥z = fanz - [Czn_l) - [Cﬁnnzz) - e. = CEOZ)']'G,Q]'},

Jz [?(Ly) - (E;;)y]dx = Vl(z)Ul(y) + ... + Vn(z)Un(z),

if 8§ consists of
m
Ly + ) K GOU, ) = 0,

i=1

b
f R,y dx + Ui(y) =0, 1
a ' T

m+ 1, ..., n,

then 8% is

n
Kz - X =
Ltz =y K, V() =0,
i=mt+1
Ib Kiz dx + Vi(z) =0, i=1, ..., m.

a

4, Reduction to End Point Boundary Conditions. Not only is it possible to

eliminate interior boundary conditions and the parameter &, it is also possible to
write 8 as an ordinary differential system with end point boundary conditions.
This was done receatly by Jones [8] when & involved only a differential equation.
Since interior points have been taken care of, let us coasider only end point
conditions and integrals,

8 then corsists of

Y' + B¢ + H[C¥(2) + D¥(b)] = 0, A¥(a) + BY(b) + fb KYdx = 0,
a

where we may assume that ¥ is an n x 1 matrix, P is nxn, H is n xm, C

and D are myxn, A, B and K are p x n matrices,

% X
We let ¥ = KY, U(a) = AY(a). Thus U(x) = Ja KY dx + U(a) = Ia KY dx + AY(a)

is a py 1 matr-¥. Further we let S =CY(a) + D¥(b). S is an m x 1 matrix,

8 1is now equivalent to the system



T\' -P 0 -H

u}={x 0 O U

S 0 0 O s/,
A -1 0 Y(a) 0 0 O Y(b)
0 0 O v@y\}+ B 1 0 U(b) =0
C 0 =%I S(a) D 0 -%I S(b)

According to the standard rules for finding adjoints, the adjoint system should be

z\' -Px K% 0 z

vl =-}o o o i

T “H* 0 0 T/,
I A% C* zZ(a) 0 0 -C* zZ(b)
0 0 -D* V(a)| + [1 -B* D* V(b) =0
0o 0 I T(a) 0 0 I T(b)

This should be equivalent to the original form for 8*%. 1In fact, it is, as an easy
computation shows.

We note that in 8, Y is the dependent variable, U is a "boundary condition"
variable, while S is a parameter (constant). In 8%, however, although Z 1is the
dependent variable, V is the parameter and T is the "boundary condition' variable.
The last two components switch roles. As a result, such systems cannot be self-adjoint
in the classical sense of Lagrange (see Coddington and Levinson [4]), but only in the
symmetrizable sense of Bliss [2], [3] and Reid [16], [17].

In conclusion, we state

Theorem 4.1. Differential-boundary systems and their adjoints may be reduced to
T e ——

ordinary differential systems with end point boundary conditions.
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